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Visual: Facial Expressions Our system takes in raw images, audio waveforms and a transcript. ™
Verbal: Semantic meaning of words Pre-processing is done via face detection, wave sampling, and word embedding
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